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The future of robotics and AI – conflict or “cooperation”? Two scenarios...

Defining robots and artificial intelligences 

Before we discuss particular issues and challenges, it is worth clarifying what we mean by AI 
and robotics. These two domains are somehow connected, but not necessarily. Briefly speaking, 
AI is a field devoted to the development of information processing systems with the ability to 
perform tasks commonly associated with intelligence. Recently, the term “artificial intelligence” 
has been more commonly used to describe the results of these studies – intelligent systems 
themselves. Robotics is a field of computer science and engineering that involves designing, 
constructing, and operating physical machines. The corporeality of robots is considered the main 
difference between them and artificial intelligent systems, as robots are thought to be material 
objects and AI systems are mostly associated with “software” of some kind.3 

The term “robot” was first used in a science-fiction play by Czech writer Karel Čapek entitled 
R.U.R. (1921). The etymological origin of the word traces back to the Czech word robota, mean-
ing “physically demanding, often forced labour”, to reflect the purpose of creating these kinds 
of machines. In the play, robots were created as beings without emotional and biological needs. 
They were thought to be cheap sources of labour developed to fulfil human dreams of an abun-
dant world without the burden of work. We can see that the dream is still relevant, even nearly 
a hundred years after the premiere of R.U.R. Contemporary authors such as Jeremy Rifkin (1994) 
and Aaron Bastani (2019) have envisioned similar scenarios in the real world. In short, we can 
define robots as material machines capable of performing certain tasks and behaviours typi-
cally attributed to living organisms, such as the ability to move or interact with their environ-
ment. Some robots possess artificial intelligent features, but this is not essential. Three types 
of artificial intelligent systems can be distinguished: (a) artificial general intelligence (AGI) – 
a hypothetical system that possesses thinking abilities equal to the level of the human mind, 
with all its functional attributes; (b) artificial narrow intelligence (ANI) – a system specialised 
in carrying out specific tasks, its capabilities limited to a specific field of action; (c) artificial 
superintelligence – a hypothetical intelligent system possessing cognitive abilities that exceed 
the human mind in almost all areas. According to Ray Kurzweil (2005), the emergence of this 
kind of system would be the ultimate point in technological progress for human beings, namely 
the technological singularity. Everything beyond this point is thought to be too incomprehensible 
for the human mind to grasp. 

It is worth noting that artificial general intelligence, and especially artificial superintelligence, re-
mains a theoretical, speculative and uncertain concept. Although the chance of creating an all-
purpose system, one capable of learning and acting to a similar or greater extent than humans, 
remains a moot point, there is already a narrow artificial intelligence at our disposal. Arvind 
Narayanan (2021) points out that AI abilities can be divided into three categories: (a) perception 

3   It is an oversimplification, but we will not go into such details. Although an AI system is computer-based pro-
gramme, the development of AI systems is not limited to the development of software. The same goes for robotics: 
although the focus is on hardware, the software also plays a role in the development of robots.
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(i.e. content identification, face recognition, speech to text, deepfakes); (b) automating judge-
ment (i.e. spam detection, detection of copyrighted material, hate speech detection, content 
recommendation) (c) predicting social outcomes (i.e. predicting criminal recidivism, job perfor-
mance, terrorist risks). Agata Foryciarz (2020) proposes adding “recreation” (odtwarzanie) to the 
list, meaning the systems’ ability to generate certain results based on the resources available, 
e.g. virtual assistants (such as the Google Assistant or Apple’s Siri) providing answers to ques-
tions or software generating texts or images following specific guidelines. 

Two perspectives for the future 

I would like to distinguish between two ways of thinking about the future: the first based on 
the notion of conflict, and the other on the possibility of “collaboration”. Seemingly the most 
prominent way of thinking about the future of robots and AI is focused on the potential threats 
linked to the development of these technologies. Robots and AI systems are seen as a source of 
danger that humans must fight. The threats outweigh the opportunities. Although the potential 
risks should be considered, it is worth investigating scenarios for a preferred future, too. Just 
as dystopian visions serve a preparational function, so do utopian ones. We should not focus 
only on avoiding the unwanted, but also try to develop and achieve the desirable. The other 
perspective therefore focuses on the possibility of cooperation between robots and humans. 
While the former is based on the notion of replacement, the later focuses on a complementa-
tion or assistance. 

Fighting the risks of human extinction 

If we ask people to predict the future of robots and AI systems, we will most likely encounter 
at least one person who shares visions perpetuated by popular science-fiction television se-
ries, films and books in which technological entities are portrayed as a danger (even an exis-
tential one) to humankind. The idea of a robots’ rebellion is as old as the word “robot” itself, as 
it was depicted in Čapek’s above-mentioned play. We can observe these sentiments in news 
reports and online videos. For example, The Guardian published a text generated by GPT-3 (ma-
chine-learning-based writing software). In the text, GPT-3 argued that “robots come in peace”. 
The GPT-3 was instructed to write a concise and simple statement of about 500 words, begin-
ning with: 

“I am not a human. I am Artificial Intelligence. Many people think I am a threat to 
humanity. Stephen Hawking has warned that AI could “spell the end of the hu-
man race.” I am here to convince you not to worry. Artificial Intelligence will not 
destroy humans. Believe me.” (“The Guardian”, 2020).
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